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1
IMAGE SENSOR WITH FLEXIBLE PIXEL
SUMMING

TECHNICAL FIELD

The present invention relates generally to electronic
devices, and more specifically, to image sensors for electronic
devices.

BACKGROUND

Cameras and other image recording devices often use one
or more image sensors, such as a charge-coupled device
(CCD) image sensor or a complementary metal-oxide-semi-
conductor (CMOS) image sensor. When an image of a scene
is captured, the scene can include objects that can be posi-
tioned or illuminated in a way that can make it difficult to
represent the objects with acceptable detail. For example, an
objectin the scene can be positioned in a shadow, or the object
can be illuminated by a bright light source, such as the sun.

The dynamic range of an image sensor quantifies the abil-
ity of the image sensor to adequately image both high light
areas in a scene and low dark areas or shadows in the scene. In
general, the dynamic range of an image sensor is less than that
of the human eye. The limited dynamic range of an image
sensor can result in an image losing details in the brighter
areas or in the darker areas of the scene.

A variety of algorithms have been produced to improve the
dynamic range of image sensors. One such algorithm varies
the integration times (the time light is collected) of the pixels
in the image sensor, which produces multiple images of a
scene. For example, some pixels can have a shorter integra-
tion time while other pixels can have a longer integration
time. The pixels with the shorter integration time can better
capture the brighter areas in a scene and the pixels with the
longer integration time can better capture darker areas in the
scene. The charge or signals output from the pixels having the
shorter and longer integration times can be combined to pro-
duce a final high dynamic range image that has more detail in
the lighter and darker areas of the image.

However, when integration times of the pixels are varied,
the final high dynamic range image can include undesirable
motion artifacts. Since the final high dynamic range image is
essentially a combination of two images, one image captured
with the shorter integration time and another image captured
with the longer integration time, objects in the scene can
move in between the times the two images are captured. Thus,
the scene represented in the image captured with the shorter
integration time can differ from the scene represented in the
image captured with the longer integration time. This differ-
ence can produce motion artifacts, such as blurring, in the
combined final high dynamic range image.

SUMMARY

In one aspect, an image sensor can include pixels that are
grouped into subsets of three or more pixels. Each pixel can
include a photodetector and a transfer transistor. The transfer
transistors in a subset are connected between the photodetec-
tors in the subset and a common node. Thus, the photodetec-
tors in each subset are operably connected to a respective
common node. A method for flexible pixel summing includes
for a subset of three or more pixels, selecting N pixels to
include in a summing operation, where N represents a number
that is between two and a total number of pixels in the subset
of pixels. The charge in the N pixels is summed together by
transferring the charge from the photodetectors in the N pix-
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2

els to the common node. The charge can be transferred
sequentially, simultaneously, or in various combinations. The
summed charge is then read out from the common node.

In another aspect, a color filter array can be disposed over
the plurality of pixels in an image sensor. The color filter array
includes filter elements and a filter element can be disposed
over each pixel. A filter element can restrict the wavelengths
of light that are incident upon the pixel underlying the filter
element. A color filter array can be used to filter light repre-
senting one or more colors.

In another aspect, an image sensor includes pixels that are
grouped into subsets of three or more pixels. A method for
asymmetrical high dynamic range imaging can include cap-
turing an image of a subject scene using a single integration
time for all of the pixels and in a subset of pixels, reading out
charge in N pixels and summing the charge together. N rep-
resents a number that is between two and one less than the
total number of pixels in the subset of pixels. Un-summed
charge is read out from one pixel in the subset. The un-
summed charge and the summed charge can be combined to
produce a high dynamic range image. The method can be
performed for each color plane in a color filter array. Alter-
natively, charge from two or more color planes can be
summed and/or combined. By way of example only, for
monochrome high dynamic range imaging, two or more color
planes can be summed.

BRIEF DESCRIPTION OF THE DRAWINGS

Embodiments of the invention are better understood with
reference to the following drawings. The elements of the
drawings are not necessarily to scale relative to each other.
Identical reference numerals have been used, where possible,
to designate identical features that are common to the figures.

FIG. 1A illustrates a front perspective view of an electronic
device including one or more cameras in an embodiment;

FIG. 1B depicts a rear perspective view of the electronic
device of FIG. 1A,

FIG. 2 illustrates a simplified block diagram of the elec-
tronic device of FIG. 1 in an embodiment;

FIG. 3 depicts a cross-section view of the electronic device
of FIG. 1A taken along line 3-3 in FIG. 1A;

FIG. 4 illustrates a simplified block diagram of one
example of an image sensor that is suitable for use as image
sensor 302 in an embodiment;

FIG. 5 depicts a simplified schematic view of a pixel suit-
able for use in an image sensor in an embodiment;

FIG. 6 illustrates one example of a color filter array suitable
for use with an image sensor in an embodiment;

FIG. 7 depicts a Bayer color filter array pattern;

FIG. 8 illustrates one example of a shared pixel architec-
ture in an embodiment;

FIG. 9 depicts the Bayer color filter array pattern for the
sixteen pixels shown in FIG. 8;

FIG. 10 illustrates another example of a shared pixel archi-
tecture in an embodiment;

FIG. 11 is a flowchart of a method for flexible pixel sum-
ming in an embodiment; and

FIG. 12 is a flowchart of a method for asymmetrical high
dynamic range imaging in an embodiment.

DETAILED DESCRIPTION

Embodiments described herein provide an image sensor or
image capture device that is capable of performing flexible
pixel summing and/or asymmetrical HDR imaging. Pixels in
the image sensor can be grouped into subsets of three or more
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pixels. Each pixel can include a photodetector and a transfer
transistor. The transfer transistors in a subset are connected
between the photodetectors in the subset and a separate com-
mon node. Thus, the photodetectors in each subset are oper-
ably connected to a respective common node. Flexible pixel
summing can include, for a subset of three or more pixels,
selecting N pixels to include in a summing operation, where
N represents a number that is between two and a total number
of pixels in the subset of pixels. The charge in the N pixels is
summed together by transferring the charge from the photo-
detectors in the N pixels to the common node. The charge can
be transferred sequentially, simultaneously, or in various
combinations. The summed charge is then read out from the
common node.

With flexible pixel summing, charge in any number of
pixels within a subset of pixels can be summed together. In
some embodiments, charge summing with two pixels can be
performed as vertical two pixel summing, horizontal two
pixel summing, diagonal two pixel summing, and four pixel
summing. Alternatively, three or more pixels can be summed
together. Charge representing the same color or different
colors can be summed together.

With asymmetrical high dynamic range imaging, the pixels
in an image sensor can be grouped into subsets of pixels and
each subset can include three or more pixels. An image of a
subject scene is captured using a single integration time for all
of'the pixels in the image sensor. In a subset of pixels, charge
from N pixels can be read out and summed together. N rep-
resents a number that is between two and one less than a total
number of pixels in the subset of pixels. Un-summed charge
can be read out of one pixel in the subset of pixels. The
un-summed charge can be combined with the summed charge
when a high dynamic range image is produced.

Directional terminology, such as “top”, “bottom”, “front”,
“back”, “leading”, “trailing”, etc., is used with reference to
the orientation of the Figure(s) being described. Because
components in various embodiments can be positioned in a
number of different orientations, the directional terminology
is used for purposes of illustration only and is in no way
limiting. When used in conjunction with layers of an image
sensor wafer, image sensor die, or corresponding image sen-
sor, the directional terminology is intended to be construed
broadly, and therefore should not be interpreted to preclude
the presence of one or more intervening layers or other inter-
vening image sensor features or elements. Thus, a given layer
that is described herein as being formed on, formed over,
disposed on, or disposed over another layer may be separated
from the latter layer by one or more additional layers.

Referring now to FIGS. 1A-1B, there are shown front and
rear perspective views of an electronic device that includes
one or more cameras in an embodiment. The electronic device
100 includes a first camera 102, a second camera 104, an
enclosure 106, a display 110, an input/output (I/0O) member
108, and an optional flash 112 or light source for the camera
or cameras. The electronic device 100 can also include one or
more internal components (not shown) typical of a computing
or electronic device, such as, for example, one or more pro-
cessors, memory components, network interfaces, and so on.

In the illustrated embodiment, the electronic device 100 is
implemented as a smart telephone. Other embodiments, how-
ever, are not limited to this construction. Other types of com-
puting or electronic devices can include one or more cameras,
including, but not limited to, a netbook or laptop computer, a
tablet computer, a digital camera, a printer, a scanner, a video
recorder, and a copier.

As shown in FIGS. 1A-1B, the enclosure 106 can form an
outer surface or partial outer surface and protective case for
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the internal components of the electronic device 100, and may
at least partially surround the display 110. The enclosure 106
can be formed of one or more components operably con-
nected together, such as a front piece and a back piece. Alter-
natively, the enclosure 106 can be formed of a single piece
operably connected to the display 110.

The I/O member 108 can be implemented with any type of
input or output member. By way of example only, the I/O
member 108 can be a switch, a button, a capacitive sensor, or
other input mechanism. The I[/O member 108 allows a user to
interact with the electronic device 100. For example, the [/O
member 108 may be a button or switch to alter the volume,
return to a home screen, and the like. The electronic device
can include one or more input members or output members,
and each member can have a single 1/O function or multiple
1/O functions.

The display 110 can be operably or communicatively con-
nected to the electronic device 100. The display 110 can be
implemented with any type of suitable display, such as a
retina display or an active matrix color liquid crystal display.
The display 110 can provide a visual output for the electronic
device 100 or function to receive user inputs to the electronic
device. For example, the display 110 can be a multi-touch
capacitive sensing touchscreen that can detect one or more
user inputs.

The electronic device 100 can also include a number of
internal components. FIG. 2 illustrates one example of a
simplified block diagram of the electronic device 100. The
electronic device can include one or more processors 200,
storage or memory components 202, input/output interface
204, power sources 206, and sensors 208, each of which will
be discussed in turn below.

The one or more processors 200 can control some or all of
the operations of the electronic device 100. The processor(s)
200 can communicate, either directly or indirectly, with sub-
stantially all of the components of the electronic device 100.
For example, one or more system buses 210 or other commu-
nication mechanisms can provide communication between
the processor(s) 200, the cameras 102, 104, the display 110,
the I/O member 108, or the sensors 208. The processor(s) 200
can be implemented as any electronic device capable of pro-
cessing, receiving, or transmitting data or instructions. For
example, the one or more processors 200 can be a micropro-
cessor, a central processing unit (CPU), an application-spe-
cific integrated circuit (ASIC), a digital signal processor
(DSP), or combinations of multiple such devices. As
described herein, the term “processor” is meant to encompass
a single processor or processing unit, multiple processors,
multiple processing units, or other suitably configured com-
puting element or elements.

The memory 202 can store electronic data that can be used
by the electronic device 100. For example, the memory 202
can store electrical data or content such as, for example, audio
files, document files, timing signals, and image data. The
memory 202 can be configured as any type of memory. By
way of example only, memory 202 can be implemented as
random access memory, read-only memory, Flash memory,
removable memory, or other types of storage elements, in any
combination.

The input/output interface 204 can receive data from a user
or one or more other electronic devices. Additionally, the
input/output interface 204 can facilitate transmission of data
to a user or to other electronic devices. For example, in
embodiments where the electronic device 100 is a smart
telephone, the input/output interface 204 can receive data
from a network or send and transmit electronic signals via a
wireless or wired connection. Examples of wireless and wired
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connections include, but are not limited to, cellular, WiFi,
Bluetooth, and Ethernet. In one or more embodiments, the
input/output interface 204 supports multiple network or com-
munication mechanisms. For example, the input/output inter-
face 204 can pair with another device over a Bluetooth net-
work to transfer signals to the other device while
simultaneously receiving signals from a WiFi or other wired
or wireless connection.

The power source 206 can be implemented with any device
capable of providing energy to the electronic device 100. For
example, the power source 206 can be a battery or a connec-
tion cable that connects the electronic device 100 to another
power source such as a wall outlet.

The sensors 208 can by implemented with any type of
sensors. Examples of sensors include, but are not limited to,
audio sensors (e.g., microphones), light sensors (e.g., ambi-
ent light sensors), gyroscopes, and accelerometers. The sen-
sors 208 can be used to provide data to the processor 200,
which may be used to enhance or vary functions of the elec-
tronic device.

As described with reference to FIGS. 1A and 1B, the elec-
tronic device 100 includes one or more cameras 102, 104 and
optionally a flash 112 or light source for the camera or cam-
eras. FIG. 3 is a simplified cross-section view of the camera
102 taken along line 3-3 in FIG. 1A. Although FIG. 3 illus-
trates the first camera 102, those skilled in the art will recog-
nize thatthe second camera 104 can be substantially similar to
the first camera 102. In some embodiments, one camera may
include a global shutter configured image sensor and one
camera can include a rolling shutter configured image sensor.
In other examples, one camera can include an image sensor
with a higher resolution than the image sensor in the other
camera.

The cameras 102, 104 include an imaging stage 300 that is
in optical communication with an image sensor 302. The
imaging stage 300 is operably connected to the enclosure 106
and positioned in front of the image sensor 302. The imaging
stage 300 can include conventional elements such as a lens, a
filter, an iris, and a shutter. The imaging stage 300 directs,
focuses or transmits light 304 within its field of view onto the
image sensor 302. The image sensor 302 captures one or more
images of a subject scene by converting the incident light into
electrical signals.

The image sensor 302 is supported by a support structure
306. The support structure 306 can be a semiconductor-based
material including, but not limited to, silicon, silicon-on-
insulator (SOI) technology, silicon-on-sapphire (SOS) tech-
nology, doped and undoped semiconductors, epitaxial layers
formed on a semiconductor substrate, well regions or buried
layers formed in a semiconductor substrate, and other semi-
conductor structures.

Various elements of imaging stage 300 or image sensor 302
can be controlled by timing signals or other signals supplied
from a processor or memory, such as processor 200 in FIG. 2.
Some or all of the elements in the imaging stage 300 can be
integrated into a single component. Additionally, some or all
of the elements in the imaging stage 300 can be integrated
with the image sensor 302, and possibly one or more addi-
tional elements of the electronic device 100, to form a camera
module. For example, a processor or a memory may be inte-
grated with the image sensor 302 in some embodiments.

Referring now to FIG. 4, there is shown a top view of one
example of an image sensor suitable for use as image sensor
302 in an embodiment. The image sensor 400 can include an
image processor 402 and an imaging arca 404. The imaging
area 404 can be implemented as a pixel array that includes
pixels 406. In the illustrated embodiment, the pixel array is
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configured in a row and column arrangement. However, other
embodiments are not limited to this configuration. The pixels
in a pixel array can be arranged in any suitable configuration,
such as, for example, a hexagon configuration.

The imaging area 404 may be in communication with a
column select 408 through one or more column select lines
410 and a row select 412 through one or more row select lines
414. The row select 412 selectively activates a particular pixel
406 or group of pixels, such as all of the pixels 406 in a certain
row. The column select 408 selectively receives the data out-
put from the select pixels 406 or groups of pixels (e.g., all of
the pixels with a particular column).

The row select 412 and/or the column select 408 may be in
communication with the image processor 402. The image
processor 402 can process data from the pixels 406 and pro-
vide that data to the processor 200 and/or other components of
the electronic device 100. It should be noted that in some
embodiments, the image processor 402 can be incorporated
into the processor 200 or separate therefrom.

Referring now to FIG. 5, there is shown a simplified sche-
matic view of a pixel that is suitable for use as pixels 406 in an
embodiment. The pixel 500 includes a photodetector (PD)
502, a transfer transistor (TX) 504, a sense region 506, a reset
(RST) transistor 508, a readout transistor 510, and a row
select (RS) transistor 512. The sense region 506 is represented
as a capacitor in the illustrated embodiment because the sense
region 506 can temporarily store charge received from the
photodetector 502. As described below, after charge is trans-
ferred from the photodetector 502, the charge can be stored in
the sense region 506 until the gate of the row select transistor
512 is pulsed.

One terminal of the transfer transistor 504 is connected to
the photodetector 502 while the other terminal is connected to
the sense region 506. One terminal of the reset transistor 508
and one terminal of the readout transistor 510 are connected
to a supply voltage (Vdd) 514. The other terminal of the reset
transistor 508 is connected to the sense region 506, while the
other terminal of the readout transistor 510 is connected to a
terminal of the row select transistor 512. The other terminal of
the row select transistor 512 is connected to an output line
410.

By way of example only, in one embodiment the photode-
tector 502 is implemented as a photodiode (PD) or pinned
photodiode, the sense region 506 as a floating diffusion (FD),
and the readout transistor 510 as a source follower transistor
(SF). The photodetector 502 can be an electron-based photo-
diode or a hole based photodiode. It should be noted that the
term photodetector as used herein is meant to encompass
substantially any type of photon or light detecting compo-
nent, such as a photodiode, pinned photodiode, photogate, or
other photon sensitive region. Additionally, the term sense
region as used herein is meant to encompass substantially any
type of charge storing or charge converting region.

Those skilled in the art will recognize that the pixel 500 can
be implemented with additional or different components in
other embodiments. For example, a row select transistor can
be omitted and a pulsed power supply mode used to select the
pixel, the sense region can be shared by multiple photodetec-
tors and transfer transistors, or the reset and readout transis-
tors can be shared by multiple photodetectors, transfer gates,
and sense regions.

When an image is to be captured, an integration period for
the pixel begins and the photodetector 502 accumulates
photo-generated charge in response to incident light. When
the integration period ends, the accumulated charge in the
photodetector 502 is transferred to the sense region 506 by
selectively pulsing the gate of the transfer transistor 504.
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Typically, the reset transistor 508 is used to reset the voltage
on the sense region 506 (node 516) to a predetermined level
prior to the transfer of charge from the photodetector 502 to
the sense region 506. When charge is to be readout of the
pixel, the gate of'the row select transistor is pulsed through the
row select 412 and row select line 414 to select the pixel (or
row of pixels) for readout. The readout transistor 510 senses
the voltage on the sense region 506 and the row select tran-
sistor 512 transmits the voltage to the output line 410. The
output line 410 is connected to readout circuitry and (option-
ally an image processor) through the output line 410 and the
column select 408.

In some embodiments, an image capture device, such as a
camera, may not include a shutter over the lens, and so the
image sensor may be constantly exposed to light. In these
embodiments, the photodetectors may have to be reset or
depleted before a desired image is to be captured. Once the
charge from the photodetectors has been depleted, the trans-
fer gate and the reset gate are turned off, isolating the photo-
detectors. The photodetectors can then begin integration and
collecting photo-generated charge.

In general, photodetectors detect light with little or no
wavelength specificity, making it difficult to identify or sepa-
rate colors. When color separation is desired, a color filter
array can be disposed over the imaging area to filter the
wavelengths of light sensed by the photodetectors in the
imaging area. A color filter array is a mosaic of filter elements
with each filter element typically disposed over a respective
pixel. A filter element restricts the wavelengths of light
detected by a photodetector, which permits color information
in a captured image to be separated and identified. FIG. 6
illustrates one example of a color filter array suitable for use
with an image sensor in an embodiment. The color filter array
(CFA) 600 includes filter elements 602, 604, 606, 608.
Although only a limited number of filter elements are shown,
those skilled in the art will recognize that a CFA can include
thousands or millions of filter elements.

In one embodiment, each filter element restricts light
wavelengths. In another embodiment, some of the filter ele-
ments filter light wavelengths while other filter elements are
panchromatic. A panchromatic filter element can have a
wider spectral sensitivity than the spectral sensitivities of the
other filter elements in the CFA. For example, a panchromatic
filter element can have a high sensitivity across the entire
visible spectrum. A panchromatic filter element can be imple-
mented, for example, as a neutral density filter or a color filter.
Panchromatic filter elements can be suitable in low level
lighting conditions, where the low level lighting conditions
can be the result of low scene lighting, short exposure time,
small aperture, or other situations where light is restricted
from reaching the image sensor.

Color filter arrays can be configured in a number of difter-
ent mosaics. The color filter array 600 can be implemented as
ared (R), green (G), and blue (B) color filter array or a cyan
(C), magenta (M), yellow (Y) color filter array. The Bayer
pattern is a well know color filter array pattern. The Bayer
color filter array filters light in the red (R), green (G), and blue
(B) wavelengths ranges (see FIG. 7). The Bayer color filter
pattern includes two green color filter elements (Gr and Gb),
one red color filter element, and one blue color filter element.
The group of four filter elements is tiled or repeated over the
pixels in an imaging area to form the color filter array.

Referring now to FIG. 8, there is shown one example of a
shared pixel architecture in an embodiment. In the illustrated
embodiment, sixteen pixels are connected to a shared com-
mon node 800. Each pixel 801 includes a photodetector 802
and a transfer transistor 804 connected between the photode-
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tector 802 and the common node 800. Readout circuitry 806
can be connected to the common node 800. Since the readout
circuitry 806 is connected to the common node 800, the
sixteen pixels share the readout circuitry 806. By way of
example only, the readout circuitry 806 can include a sense
region, a reset transistor, and a readout transistor that can be
configured as shown in FIG. 5. The sense region, the reset
transistor and the readout transistor can be connected to the
common node 800. A row select transistor can be connected
to the readout transistor.

The gates of each transfer transistor 804 can be selectively
pulsed in one embodiment, allowing charge from one or more
photodetectors 802 to transfer to the common node 800. Since
the transfer transistors 804 can each be selectively pulsed, the
charge from one pixel or multiple pixels can be transferred
separately, in combinations, or simultaneously to the com-
mon node 800. Thus, charge summing between the sixteen
pixels can be flexible in that any combination of pixels can be
summed. Charge summing can be performed with as few as
two pixels up to all sixteen pixels. For example, the charge
from pixels 808 and 814 can be summed together by sepa-
rately or simultaneously pulsing the gates of the respective
transfer transistors, thereby transferring the charge to the
common node 800. The summed charge can then be readout
using some or all of the components in the readout circuitry
806.

Charge summing can occur in the same color plane or in
multiple color planes. FIG. 9 depicts the Bayer color filter
pattern for the sixteen pixels shown in FIG. 8. Within the
sixteen pixels, there are four different color planes. Four
pixels are associated with the color red (R), four with the color
green (Gr), four with the color green (Gb), and four with the
color blue (B). In FIG. 8, pixels 808, 810, 812, 814 corre-
spond to the red filter elements and pixels 816, 818, 820, 822
to the blue filter elements. In the illustrated embodiment,
multiple different charge summing options can be imple-
mented with flexible pixel summing in the same color plane.
For example, in the red color plane, charge in pixels 808 and
810 can be summed together and read out, and charge in
pixels 812 and 814 can be summed together and read out.
Alternatively, charge in pixels 808 and 812 can be summed
together and read out, and charge in pixels 810 and 814 can be
summed together and read out. Likewise, charge in pixels 808
and 814 can be summed together and read out, and charge in
pixels 810 and 812 can be summed together and read out.
Alternatively, charge in three pixels (e.g., 808, 810, 812; 808,
810, 814; 808, 812, 814; or 810, 812, 814) can be summed
together. And finally, charge in all four pixels 808, 810, 812,
814 can be summed together and read out.

In some embodiments, charge summing can occur across
different color planes. For example, charge in one or more red
pixels can be summed with charge in one or more green (Gr
and/or Gb) pixels. Alternatively, charge in one or more blue
pixels can be summed with charge in one or more green (Gr
and/or Gb) pixels or with one or more red pixels. Likewise,
charge from one or more red pixels, green pixels (Gr and/or
Gb), and blue pixels can be summed together.

Thus, charge in any number of pixels that share a common
node can be summed together. Thus, charge summing with
two pixels can be performed as vertical two pixel summing,
horizontal two pixel summing, diagonal two pixel summing,
and four pixel summing. Alternatively, charge in three pixels
up to sixteen pixels can be summed together. A processing
device, such as, for example, processor 200 in FIG. 2 or image
processor 402 in FIG. 4 can be used to select which pixels are
summed together.
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Flexible pixel summing can also be used with asymmetri-
cal high dynamic range (HDR) imaging. For illustrative pur-
poses only, asymmetrical HDR imaging will be described in
conjunction with a four pixel shared architecture shown in
FIG. 10. Four pixels 1000 are connected to a shared common
node 1002. Readout circuitry 1004 is connected to the com-
mon node 1002, allowing the four pixels 1000 to share the
readout circuitry. The readout circuitry can be configured
with any suitable readout circuitry, such as with the readout
circuitry described in conjunction with FIG. 8.

Each pixel 1000 can include a photodetector 1006, 1008,
1010, 1012 and a transfer transistor 1014, 1016, 1018, 1020
connected between the photodetector and the shared common
node 1002. The gates of each transfer transistor 1014, 1016,
1018, 1020 can be selectively pulsed in one embodiment,
allowing charge from one or more photodetectors to transfer
to the common node 1002. Since the transfer transistors 1014,
1016, 1018, 1020 can each be selectively pulsed, the charge
from one, two, three, or four photodetectors can be trans-
ferred separately, in combinations, or simultaneously, and the
charge in two or more photodetectors can be summed
together.

Unlike conventional HDR imaging techniques that utilize
different integration times for the pixels in an imaging array,
with asymmetrical HDR imaging, all of the pixels can have
the same integration time. A HDR image can be produced by
reading out un-summed charge from one pixel separately and
then summing charge together from two or more pixels and
reading out the summed charge. The un-summed charge and
the summed charge can then be combined to produce a final
HDR image.

For example, in the embodiment shown in FIG. 10, the gate
of a transfer transistor 1014 connected to the photodetector
1006 can be pulsed to transtfer the accumulated charge in the
photodetector 1006 to the common node 1002. The charge
can then be read out using some or all of the components in the
readout circuitry 1004. The charge read out of the one pho-
todetector 1006 is un-summed charge in that the charge has
not been summed together with charge from another photo-
detector. The un-summed charge from the one photodetector
can represent a first image of the scene.

Thereafter, the charge in three pixels can be summed
together by selectively transferring the accumulated charge in
the three photodetectors 1008, 1010, 1012 to the common
node 1002, and then reading out the charge using some or all
of the components in the readout circuitry 1004. The accu-
mulated charge in the three photodetectors can be transferred
sequentially, simultaneously, or in various combinations
since the transfer gates of the respective transfer transistors
1016, 1018, 1020 can be selectively pulsed. The summed
charge from the three photodetectors 1008, 1010, 1012 can
represent a second image ofthe scene. A final HDR image can
be obtained by combining or stitching the first and second
images together.

The summed charge from the three photodetectors 1008,
1010, 1012 can have up to three times the sensitivity as the
un-summed charge from the one photodetector 1006.
Because all four of the photodetectors 1006, 1008, 1010,
1012 had the same integration time when the first and second
images were captured, the final HDR image can be free of
motion artifacts.

Other embodiments are not limited to summing charge
from three photodetectors. Charge in two or more photode-
tectors can be summed together. The summed charge can
represent a first image. The first image can be combined with
un-summed charge to produce a final HDR image.
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With the embodiment shown in FIG. 8, asymmetrical HDR
imaging can be performed by reading out the four color
planes separately. For example, charge in three pixels asso-
ciated with the color red can be summed together and read
out, followed by reading out the charge in the one remaining
pixel associated with the color red. The same procedure is
performed for the pixels associated with the green (Gr), blue,
and green (Gb) color planes. The summed charge and the
un-summed charge can then be combined to produce a final
HDR image. For example, summed charge and un-summed
charge can be combined first by color plane (e.g., summed
and un-summed red combined for red color plane HDR
image) and then all color planes can be combined to produce
the HDR image. Alternatively, all of the summed and un-
summed charge can be combined at once to produce the HDR
image.

In some embodiments, color HDR imaging sums charge by
color plane to preserve the color information. Thus, one
example sums charge representing the color red together,
charge representing the color blue together, charge represent-
ing the color green (Gr) together, and charge representing the
color green (Gb) together. Other embodiments can sum
charge in two or more color planes together to produce a
monochrome HDR image.

Embodiments can construct an image sensor on a single
semiconductor-based wafer or on multiple semiconductor-
based wafers. When a single wafer is used, the components in
each pixel reside in or on the single wafer. When multiple
wafers are used, the components in each pixel can be divided
between two or more wafers. For example, in the embodiment
illustrated in FIG. 5, the photodetectors and the transfer tran-
sistors can reside on one wafer and the sense regions, reset
transistors, readout transistors and row select transistors on a
different wafer. Alternatively, with the embodiments shown
in FIGS. 8 and 10, the photodetectors and the transfer tran-
sistors can reside on a first wafer and a common sense region
on a second wafer. The reset, readout, and row select transis-
tors can also be formed in or on the second wafer and can be
shared by two or more photodetectors on the first wafer. An
interconnect layer is typically used to electrically connect the
transfer transistors to the sense region or regions.

Referring now to FIG. 11, there is shown a flowchart of a
method for flexible pixel summing in an embodiment. Ini-
tially, the pixels to be included in a summing operation are
selected (block 1100). In one embodiment, the pixels can be
selected in real-time prior to, or after an image is captured.
The selection can be based on, for example, the lighting
conditions in a scene, the filter elements in a color filter array,
the scene dynamic range, and a desired or given image reso-
Iution (summing charge reduces resolution).

Pixel selection allows the pixel summing to be flexible and
dynamic in that the number of pixels connected to a common
node that are included in a summing operation can vary for
different summing operations. One or more logic circuits
and/or a processor, such as the processor 200 in FIG. 2 or the
image processor 402 in FIG. 4 can be used to select the pixels
to be included in the summing operation.

The gates of the respective transfer transistors in the
selected pixels are then pulsed at block 1102 to transfer the
accumulated charge from the photodetectors connected to the
respective transfer transistors to a common node (block
1104). The summed charge on the common node is then read
out (block 1106). A determination is made at block 1108 as to
whether another summing operation is to be performed. If so,
the process returns to block 1100 and repeats until all of
summing operations have been performed.
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Other embodiments can perform the method shown in FIG.
11 differently. Additional blocks can be included or blocks
can be omitted. For example, bock 1100 can be omitted in
those embodiments where the pixels to be included are pre-
determined (i.e., fixed) and known.

FIG. 12 is a flowchart of a method for asymmetrical high
dynamic range imaging in an embodiment. Initially, an image
of a subject scene is captured using a single integration time
for all of the pixels in an imaging area (block 1200). Next, as
shown in block 1202, the pixels to be included in a summing
operation can be selected. Two or more pixels can be included
in a summing operation. The two or more pixels are con-
nected to a shared common node in one embodiment. Other
embodiments are not limited to this construction and charge
in selected pixels can be summed after the charge is read out
of the imaging area or out of the image sensor.

The pixels to be included in a summing operation can be
selected in real-time prior to capturing the image or after the
image is captured. The determination can be based on, for
example, the lighting conditions in a scene, the color filter
elements in a color filter array, or a desired or given image
resolution. Pixel selection allows the pixel summing to be
flexible and dynamic in that the number of pixels connected to
a common node that are included in a summing operation can
vary for different summing operations. One or more logic
circuits and/or a processor, such as the processor 200 in FIG.
2 or the image processor 402 in FIG. 4 can be used to select
the pixels to be included in the summing operation.

In some embodiments, all of the pixels can be read out and
the charge used to produce a HDR image. Other embodiments
can read out and discard charge from some of the pixels and
use the charge from the remaining pixels to produce the HDR
image. By way of example only, with four red pixels, the
charge in two pixels can be summed together (summed
charge), the charge from one pixel read out (un-summed
charge), and the charge in one pixel read out and discarded.
The summed charge and the un-summed charge can then be
combined for a HDR image. Thus, charge in only three of the
four pixels is used to produce the HDR image.

The charge in the selected pixels is then summed together.
For example, the gates of the transfer transistors connected to
the photodetectors in the pixels to be included in the summing
operation can be pulsed to transfer the accumulated charge
from the photodetectors to a common node (block 1204). The
charge can be transferred to the common node simulta-
neously, sequentially, or in various combinations. Transfer-
ring the charge to the common node sums the charge together.
In one embodiment, the charge transferred and summed on
the common node is charge that represents, or is associated
with, one color plane. The summed charge represents a first
image of the subject scene.

The summed charge is read out, and then the charge in one
pixel is read out. For example, the charge can be read from the
common node (block 1206) and the gate of a transfer transis-
tor connected to one photodetector can be pulsed to transfer
the accumulated charge from the photodetector to the com-
mon node (block 1208). The un-summed charge is then read
out from the common node at block 1210. The un-summed
charge represents a second image of the subject scene. AHDR
image of the subject scene can then be created by combining
the first and second images of the subject scene (block 1212).

The method shown in FIG. 12 is performed for each color
plane in one embodiment. For example, with the Bayer color
filter pattern, the process is performed for the red (R) color
plane, the green Gr color plane, the green Gb color plane, and
for the blue (B) color plane.
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Other embodiments can perform the method shown in FI1G.
12 differently. For example, bocks 1208 and 1210 can be
performed before blocks 1202, 1204, and 1206. As another
example, one or more blocks can be omitted, such as, for
example, block 1202.

The embodiments described herein can provide an image
sensor or image capture device that is capable of performing
flexible pixel summing and asymmetrical HDR imaging.
With flexible pixel summing, charge in any number of pixels
can be summed together. In some embodiments, charge sum-
ming with two pixels can be performed as vertical two pixel
summing, horizontal two pixel summing, diagonal two pixel
summing, and four pixel summing. Alternatively, three or
more pixels can be summed together. Charge representing the
same color or different colors can be summed together.

With asymmetrical HDR imaging, all of the pixels in an
imaging area can have the same integration time. Charge from
multiple pixels can be summed together and read out to rep-
resent a first image of a subject scene. Un-summed charge
from one pixel can be read out separately to represent a
second image of the subject scene. The first and second
images can then be combined to produce a final HDR image
of the subject scene.

Various embodiments have been described in detail with
particular reference to certain features thereof, but it will be
understood that variations and modifications can be effected
within the spirit and scope of the disclosure. And even though
specific embodiments have been described herein, it should
be noted that the application is not limited to these embodi-
ments. In particular, any features described with respect to
one embodiment may also be used in other embodiments,
where compatible. Likewise, the features of the different
embodiments may be exchanged, where compatible.

The invention claimed is:

1. A method for performing flexible pixel summing in an
image sensor that includes a plurality of pixels grouped into
subsets of pixels with each subset of pixels including three or
more pixels operably connected to a separate common node,
the method comprising:

inasubset of pixels, selecting, in real time and based on one

or more criterion, N pixels to include in a summing
operation, where N represents a number that is between
two and a total number of pixels in the subset of pixels;
summing charge in the N pixels together by transferring the
charge from the N pixels to the common node; and
reading out the summed charge from the common node.

2. The method as in claim 1, wherein the summed charge on
the common node represents one color.

3. The method as in claim 1, wherein the summed charge on
the common node represents two or more colors.

4. A method for asymmetrical high dynamic range imaging
using an image sensor that includes a plurality of pixels,
wherein the pixels are grouped into subsets of pixels and each
subset includes three or more pixels, the method comprising:

capturing an image of a subject scene using a single inte-

gration time for the plurality of pixels; and

in a subset of pixels, reading out charge from N pixels

selected from the subset and summing the charge
together, wherein selection is based, at least in part, on
one or more criterion and wherein N represents a num-
ber that is between two and one less than a total number
of pixels in the subset of pixels;

reading out un-summed charge from one pixel in the subset

of pixels; and

combining the un-summed charge with the summed charge

when producing a high dynamic range image.
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5. The method as in claim 4, wherein the summed charge is
associated with one color.

6. The method as in claim 4, wherein the summed charge is
associated with two or more colors.

7. The method as in claim 4, further comprising selecting
which N pixels in the subset of pixels to sum prior to summing
the charge in the N pixels together.

8. The method as in claim 7, wherein the selected N pixels
are associated with one color.

9. A method for asymmetrical high dynamic range imaging
using an image sensor that includes a plurality of pixels
grouped into subsets of pixels and each subset includes three
or more pixels operably connected to a separate common
node, the method comprising:

capturing an image of a subject scene using a single inte-

gration time for the plurality of pixels; and

in a subset of pixels, summing charge in N pixels together

by transferring the charge from the N pixels to the com-
mon node, wherein the N pixels are selected in real time
based, at least in part, on one or more criterion and
wherein N represents a number that is between two and
one less than a total number of pixels in the subset of
pixels;

reading out the summed charge from the common node;

reading out un-summed charge from one pixel in the subset

of pixels; and

combining the un-summed charge with the summed charge

when producing a high dynamic range image.

10. The method as in claim 9, wherein the summed charge 30

on the common node is associated with one color.
11. The method as in claim 9, wherein the summed charge
on the common node is associated with two or more colors.
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12. The method as in claim 9, further comprising selecting
which N pixels in the subset of pixels to sum prior to summing
the charge in the N pixels together.

13. An image sensor, comprising:

an imaging area that includes a plurality of pixels, wherein

the pixels are grouped into subsets of pixels with each
subset including three or more pixels operably con-
nected to a separate common node; and

a processor for selecting N pixels to include in a summing

operation, the pixels being selected in real time and
based, at least in part, on one or more criterion.

14. The image sensor as in claim 13, further comprising
readout circuitry operably connected to each common node.

15. The image sensor as in claim 13, wherein each readout
circuitry operably connected to each common node includes
a sense region operably connected to the common node and a
readout transistor having a gate connected to the sense region.

16. The image sensor as in claim 13, wherein where N
represents a number that is between two and a total number of
pixels in a subset of pixels.

17. The image sensor as in claim 13, wherein where N
represents a number that is between two and one less than a
total number of pixels in a subset of pixels.

18. The image sensor as in claim 13, wherein each pixel
includes a photodetector and a transfer transistor, wherein the
transfer transistor is connected between the photodetector
and a respective common node.

19. The image sensor as in claim 18, wherein a sense region
is connected to each common node.

20. The image sensor as in claim 13, wherein the one or
more criterion comprises one or more of: lighting conditions;
filter elements in a color filter array; and image resolution.
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